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Evolutionary theory has had a major impact on the development of biology since the 

appearance of On the Origin of the Species in 1859. Over the century following publication of 

that book, experiments and field observations led to successive refinements of the Darwinian 

theory of evolution, and it was confidently proclaimed as the foundation of biology in the Darwin 

Centennial year of 1959.  

 Such confidence is not warranted today. New technologies developed in the past four 

decades have revealed to us the chemistry underlying biological processes. These technologies 

have revealed that life is far more complicated than was imagined in 1959, and that much of its 

complexity cannot easily be addressed by existing evolutionary theory. Indeed some of the major 

discoveries in the life sciences presented in this article were hardly anticipated by evolutionary 

theory, but instead came out of advances in experimental technologies. The physicist Freeman 

Dyson put it this way in his book of essays Imagined Worlds:  

There are two kinds of scientific revolutions, those driven by new tools and those driven by 

new concepts.... The effect of a concept-driven revolution is to explain old things in new 

ways. The effect of a tool-driven revolution is to discover new things that have to be 

explained. In almost every branch of science, and especially in biology and astronomy, there 

has been a preponderance of tool-driven revolutions. We have been more successful in 

discovering new things than in explaining old ones.1

 This essay is a personal account of how the author’s assessment of evolutionary theory 

has been changed by advances in biology. During the past 15 years my involvement in analytical 
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chemistry, genome sequencing technologies and structural biology has brought home to me the 

great impact of new technologies in these fields on how we understand life.2 Much has been 

revealed about the nature of the genome; the complicated networks that regulate expression of 

genes; the chemical transformations that expressed proteins undergo after synthesis in the cell; 

the structure of proteins in three dimensions; and how proteins and other biological molecules 

form the complex machines that carry out most of the functions of a cell. Much has also been 

learned about how cells interact, especially about how microbes interact in communities. We will 

discuss several recent, technology-driven advances in the life sciences that have convinced the 

author that the standard evolutionary theory is inadequate, and that evolution should no longer 

hold the place once claimed for it as the foundation of the life sciences.  

 

What genome sequences tell about evolution 

The genome of an organism consists of one or more segments of deoxyribonucleic acid (DNA). 

DNA consists of two long, complementary strands each of which is composed of a backbone onto 

which are bound the four bases that comprise the “alphabet” of the genetic code, adenine, 

cytosine, guanine and thymine. The sequence in which these bases are organized determines both 

the composition of proteins that carry out the functions of the organism, and whether or not a 

particular protein will be expressed or not at any given time. Advances in analytical chemistry, 

automation, bioinformatics and other fields during the last two decades changed the process of 

obtaining the sequence of bases in a genome from one that was slow and expensive to one that is 

rapid and inexpensive.3 As a result, base sequences for many complete genomes have been 

determined, more than 100 as of this writing.4  

 These complete genome sequences have revealed several complexities that Darwinian 

evolutionary theory did not anticipate. Four of these will be discussed here: the major role played 

by transfer of genes from one species to another as opposed to inheritance from ancestors; the fact 

that bacterial species do not evolve solely in a random fashion, but show a bias toward deletion of 
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genetic material; the discovery that much of the portions of the genome that do not code for 

proteins is not “junk DNA” but in fact has a critical function; and the observation that expression 

of genes is controlled by regulatory circuits that are as complicated and as precisely arranged as 

the most sophisticated engineering diagrams. 

 The established Darwinian concept of inheritance is in a vertical direction, that is, from 

the older generation to the younger generation, extending down in time from a single ultimate 

ancestor cell. As time proceeds, branchings repeatedly occur that represent the formation of new 

species. This is commonly represented symbolically by a diagram that looks like a tree. The 

National Academy of Sciences booklet Teaching about Evolution and the Nature of Science 

(published in 1998) shows a diagram of a tree of descent and states: “The ability to analyze 

individual biological molecules has added great detail to biologists’ understanding of the tree of 

life. For example, molecular analyses indicate that all living things fall into three domains—the 

Bacteria, Archaea, and Eucarya—related by descent from a common ancestor.”5  

 Yet just a year after this book was published it was clear that this was not so; the 

availability of complete genome sequences for two dozen microbial species led to a surprising 

discovery, one that previous information had only hinted at.6 The genome sequences revealed that 

for at least two microbial domains (bacteria and archaea), much of the inheritance is in a 

horizontal direction. Significant portions of the genome of a particular species came not from its 

ancestors but arrived at various times from the species that were its neighbors through what is 

termed “horizontal gene transfer” (hgt, sometimes also called “lateral gene transfer” or lgt). The 

relationships among species could no longer be arranged in a tree of descent, for the genome of a 

species was only partially inherited from an ancestor species. Each gene in the DNA of a 

particular species that arose through hgt would trace a different ancestry, as it could have come 

from a different neighboring species in a different generation of the species being studied.  

 Thus there is no single “tree of life” but rather a “web” or “net” of interconnections that 

are both vertical and horizontal. As stated by Doolittle, “If, however, different genes give 
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different trees, and there is no fair way to suppress this disagreement, then a species (or phylum) 

can ‘belong’ to many genera (or kingdoms) at the same time: There really can be no universal 

phylogenetic tree of organisms based on such a reduction to genes.”7 And it also seems likely 

that—contrary to the assertion in the National Academy of Sciences document cited above—there 

was no “common ancestor cell,” but rather it is now thought more likely that there was a pool of 

cells that changed communally over a long period of time.8  

 Indeed, so much transfer has occurred across the three domains of life that they must be 

defined not on the basis of ancestry but on the basis of functional properties. If the focus was on 

evolutionary ancestry of species during the 20th century, clearly the focus will be on function 

(how the component parts of a cell or organism work) rather than ancestry during the 21st 

century. The construction of evolutionary trees does continue as it enables identification of 

logical functional groupings of species. However, the goal no longer is construction of a single 

unique tree of life, but rather development of statistical best fits to genome data. In some cases 

individual genes are used to construct the trees in order to identify organisms that share a 

particular property coded for by that gene, regardless of whether they share any other common 

properties. In other cases, an average “whole-genome tree” will be constructed to give an estimate 

of overall similarities among and differences between species. Even the choice of which type of 

tree to use is the subject of considerable controversy in phylogenomics, the study of family 

relationships among species.9

 A particularly significant example of horizontal gene transfer involves the photosynthetic 

microorganisms. Photosynthetic bacteria are found in five quite different phyla. The Darwinian 

inheritance model would predict that either the five phyla diverged from a common ancestor or 

that the photosynthetic function evolved independently five times. A study of the genomes of a 

representative from each phylum revealed that neither of these predictions is correct: the genomic 

comparisons show that significant numbers of genes relevant to photosynthetic function must 

have been transferred horizontally among the species studied.10
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 Horizontal gene transfer was identified in bacteria and archaea already by 1990. It was 

thought for the following decade that hgt was not a significant factor for the more complex 

eukaryotes. Recent studies of complete genome sequences however have identified substantial 

hgt in many of the branches of the eukaryotic domain. Examples include hgt involving the 

protists (unicellular eukaryotes) such as the parasite Giardia Lamblia11, flowering plants,12 

algae,13 fungi,14 and nematodes, the most abundant of all metazoans, including the worm 

Caenorhabditis elegans as well as many plant and animal parasites.15 The latter group is 

especially significant for it involved relatively complex, multicellular organisms, and because 

some of the transferred genes are critical to the functioning of the recipient species. 

 Thus horizontal gene transfer must be considered a significant source of genetic variation 

in all three domains of life. The purely vertical pattern of inheritance axiomatic to Darwin’s 

theory of evolution from his own writings down to the present clearly is inadequate to explain the 

observed complexities of the origin of genes. 

 The second discovery that throws doubt upon the Darwinian evolutionary paradigm also 

comes out of the increasing availability of complete bacterial genome sequences. While 

horizontal gene transfers would increase the size (number of base pairs (bp)) of a genome, 

bacterial genomes turn out to be remarkably small. The genome size for the bacteria and archaea 

ranges from about 500,000 bp (e.g., for Mycoplasma genitalium) to under 10 million bp (e.g., 

about 7 million bp for Mesorhizobium loti). Yet through many generations of a species, numerous 

instances of hgt can be documented, as well as cases of gene duplication. Why, then, are the 

genomes uniformly small in these two domains of life? A persuasive answer is that there is a bias 

toward deletion of genetic material in bacteria, that is, that portions of the DNA tend to fall away 

when the bacterium reproduces: “The obvious answer is that lineages must undergo the 

inactivation and loss of genes, and the elimination of the corresponding DNA that made up the 

genes. This could result if the mutational process driving the structural evolution of chromosomes 

is biased towards DNA loss.”16 Thus the standard Darwinian mechanism of random mutation and 
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natural selection is inconsistent with the observed fact of a non-random bias toward deletion of 

DNA.  

 The third unexpected discovery deals with regions of a genome that do not carry the code 

for a protein. At the time that the project to sequence the complete human genome began, it was 

already realized that most of the genome did not code for a protein. As little as 2 percent (and 

probably even less) of the human genome of some 3 billion base pairs was thought to be in the 

actual genes. The rest was thought to be largely “junk DNA,” that is, stretches of DNA that had 

no function. The evolutionary theoretical basis for the idea of “junk DNA”  was that if a segment 

of DNA was not part of a gene that carried the code for a protein, then there was no mechanism 

for natural selection to act on this segment. The segment would be hidden from the action of 

natural selection because it would not be expressed in any form that affected the functional 

properties and hence the survival of the organism. Instead the segment would be affected by 

periodic random mutations that would scramble any code that originally might have been carried 

by the segment. 

 Today the experimental evidence suggests that much, though probably not all, of the non-

coding regions of the genome have critical roles in the development and function of an individual. 

Completion of the human and mouse genome sequences in particular has resulted in useful 

insights into the function of non-coding DNA.17 There appear to be fewer genes in the human 

genome than the more than 100,000 that many specialists thought were present before the 

completion of the human genome project. Most current estimates range from 30,000 to 60,000 

genes, with a few going higher. The small number of genes suggests that the non-coding regions 

must have key roles to play, including even repetitive portions of the DNA.18 As the authors of a 

recent review point out, “From genomic analysis it is evident, however, that with increase of an 

organism’s complexity, the protein-coding contribution of its genome decreases....”19 Clearly the 

non-coding regions must have crucial roles in accounting for this complexity. 
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 This leads to the fourth point. It is clear that the mechanism by which expression of many 

of these genes is controlled is much more complicated than was previously believed. It is not a 

simple matter of the code carried by a gene being decoded to make a messenger RNA (mRNA) to 

enable the synthesis of a protein. Instead, a group of genes encodes a set of regulatory factors that 

controls the transcription of the gene that is to be decoded for synthesis of a protein by the cell 

(translation of the genome code into a polypeptide). And, in many cases, the expression of several 

genes is controlled by a single set of regulatory genes, since a cellular function may depend on a 

number of different proteins being produced at the same time. The set of genes and associated 

regulatory factor(s) in the genome required for a particular cellular function forms an operon. The 

components in an operon act in a precisely timed fashion so that the entire process is best 

visualized as a circuit diagram that resembles closely the diagrams used in the design of processes 

in chemical engineering or the design of circuits in electrical engineering or electronics. Even the 

language is similar: “oscillators,” “feedback loops,” etc.  

 There indeed is considerable interest in using engineering principles to understand gene 

networks and to design new ones. The authors of a recent review of this topic note that interest in 

mathematical modeling of gene regulatory networks appeared already in the 1970s and state: 

“[R]ecent experimental advances have reignited interest in the development of circuit analysis 

techniques for describing complex gene networks.”20

 While gene regulation applies to expression of practically all genes at all times, the 

regulation of gene expression during development is of especial interest. The genome of an 

animal is fixed at conception, yet expression of the genome changes constantly from stage to 

stage of development both before and after birth. The genomic code that regulates these changes 

works both by encoding factors that regulate transcription of the genes for structural and 

functional proteins, and by encoding the regulatory network that controls expression of these 

factors. The diagrams of these gene regulatory networks visualize the high level of 
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interconnection and interdependence of the individual genes and regulatory factors for each 

component of development.21

 The study of regulation of gene expression has led to an appreciation that variation in 

gene sequence does not explain all variation in function among members of a species. 

Modifications of the genome that do not affect the gene sequence are called epigenetic 

phenomena. Such changes are responsible for cells in a particular organ of a multicellular 

organism showing the appropriate characteristics of that organ even though the cells carry the 

complete genome and not just the components required for becoming the specialized cells of that 

organ. It is also possible that development of cancer and other diseases depends on epigenetic 

modifications in the DNA of cells rather than mutations in the base sequence itself.22 And there is 

speculation that Lamarck’s concept of inheritance of acquired traits may be valid in some cases.23

 The study of gene expression has been greatly aided by new developments in 

technologies such as mass spectrometry and gene microarrays. The study of protein composition 

in a cell using these high resolution techniques has been called “proteomics.”24 Mass 

spectrometry now allows identification of large numbers of proteins in a cell grown under 

particular conditions and then comparison of the amounts of each protein relative to the amounts 

in the same species grown under different conditions.25 The effects of a stress on expression of a 

large number of proteins can thus be assessed, and the changes in gene expression with time can 

be determined to obtain insight into the complexities of this process that are not revealed by the 

genome itself. Gene microarrays make it possible to follow expression patterns across an 

organism, determining which genes are induced and which are repressed at various points in the 

life cycle of a cell.26

 To sum up this section, Darwinian evolutionary theory failed, in this author’s view, to 

anticipate several key discoveries about genetics, inheritance, and gene expression and 

development. In each case, evolutionary theory should have guided researchers to make these 

discoveries, but in fact the opposite seems true: changes were made in evolutionary theory after 
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the fact to account, for example, for the significance of horizontal gene transfer or to explain the 

complexities of regulation of gene expression.  

 

What proteins tell about evolution 

We have seen that the relationship between the genome and the function of an organism 

is much more complex than can be accounted for by the traditional Darwinian-oriented concept of  

one gene → one protein → one function. 

But we have only looked at the first part of this sequence; there is more to consider. Additional 

complexities come into play after translation of the genetic code into a protein molecule, 

complexities that again seem beyond the reach of evolutionary theory. In this section I will 

discuss how an expressed protein is chemically transformed into the actual molecule that 

participates in cell functioning, how it folds into the shape required for exhibiting its 

characteristic activity, and how the transformed, folded protein then must become part of a multi-

protein complex that is actually responsible for the function in which that protein participates.  

 Proteins are not ready to perform their function as they are synthesized in the cellular 

protein factory called the ribosome (about which more shortly). Each protein must undergo a 

series of changes in shape and composition before it can “do” anything. It is likely that a majority 

of proteins in most cells are involved in chemical reactions that change the covalent structure of 

the protein molecule into its active form, reactions such as methylation, acetylation, 

phosphorylation, deamidation, oxidation and dozens of others. An interesting example of this is a 

study of modifications of proteins in lens tissues of eyes, seeking to understand the changes that 

are responsible for the formation of cataracts. The authors note that 90 percent of the protein in 

the lens is in one family of proteins, the crystallins, and that these proteins are long-lived and thus 

subject to post-translational modification during aging and cataract formation. The cataract 

studied was congenital, so a linkage to the genome of the patient exists, even though the linkage 

is likely to be complex given the large number of modifications discovered.27
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 The protein molecule must fold into the shape in which it is active. Folding is a 

complicated process that requires some steps to occur on the picosecond time scale while others 

may take milliseconds to seconds.28 Portions of the process are often mediated by chaperone or 

cofactor29 proteins that are required to guide folding into the proper shape or to prevent 

misfolding.  

 The folded shape of a protein is determined by several factors, among them internal 

covalent bonds (such as disulfide bridges between cysteine units in the chains), hydrogen bonds, 

and hydrophilic and hydrophobic interactions with the solvent surrounding the protein molecule. 

Two proteins with very different amino acid sequences can fold into a closely similar shape and 

have a similar function. The three-dimensional design of the resulting protein is thus more 

important than the sequence in explaining function. There is much interest in classifying folds of 

proteins to better understand function and to identify the likely function of newly discovered 

proteins.30 The shape is also affected by interaction of the protein with the other molecules, large 

and small, that participate with it in carrying out a particular activity in a cell.  

 This folding process is possible only because it is guided. A process of folding in which 

the protein chain bends entirely in random ways could not achieve the functional fold of that 

protein in any useful period of time. Several models have been developed to describe the folding 

process.31 “Misfolding” of proteins also is of considerable interest, as it may be a significant 

factor in the onset of a variety of diseases, such as Alzheimer’s syndrome. Proteins that can pass 

from one molecule to another through changes in folding conformation from the normal 

conformation (without involvement of the genome) include the prions, protein molecules 

implicated in a number of diseases.32  

 Most cellular functions are carried out by highly organized protein machines that are 

assembled with what amounts to engineering precision. This was not realized until relatively 

recently, in part because experimental technologies were inadequate to detect the structure of the 

machines, but also—in the author’s view—because the Darwinian concept of evolution by 
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random mutation and natural selection encouraged (practically required) treating each protein 

(gene product) as a distinct unit in the functioning of an organism. For how could a function 

requiring multiple proteins in a cellular machine ever arise through the required random 

mutations that developed one protein molecule at a time and in a stepwise manner, and gave no 

intermediate product with any function that would allow Darwinian natural selection to work?  

 Thus the traditional view of protein function was that a protein catalyzes the reaction of a 

substrate to form product(s). Other proteins would be involved in preceding or following steps in 

a metabolic cycle but not in a complex with the protein in question. There is no doubt that much 

progress was made in enzyme biochemistry using this concept. However, proteins usually do not 

carry out functions in isolation, and the development of electron microscopy, macromolecular 

crystallography, mass spectrometry and other technologies from the 1950s enabled visualization 

of the complex protein machines that actually are responsible for most of the properties of a cell.  

 Recognition of the true complexity of cellular processes has led to a major change in the 

vocabulary used to describe cells. Words such as “machine”, “factory” and “motor” are in routine 

use,33 and a cellular function is best explained in terms of design of the machine(s) responsible for 

the function. As biologist (and President of the National Academy of Sciences) Bruce Alberts 

explained it: 

We have always underestimated cells. Undoubtedly we still do today. But at least we are no 

longer as naive as we were when I was a graduate student in the 1960s. Then, most of us 

viewed cells as containing a giant set of second-order reactions: molecules A and B were 

thought to diffuse freely, randomly colliding with each other to produce molecule AB—and 

likewise for the many other molecules that interact with each other inside a cell.… 

But, as it turns out, we can walk and we can talk because the chemistry that makes life 

possible is much more elaborate and sophisticated than anything we students had ever 

considered. Proteins make up most of the dry mass of a cell. But instead of a cell dominated 

by randomly colliding individual protein molecules, we now know that nearly every major 
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process in a cell is carried out by assemblies of 10 or more protein molecules. And, as it 

carries out its biological functions, each of these protein assemblies interacts with several 

other large complexes of proteins. Indeed, the entire cell can be viewed as a factory that 

contains an elaborate network of interlocking assembly lines, each of which is composed of a 

set of large protein machines.34

Thus the traditional, evolution-influenced concept of function of a protein acting rather randomly 

and in relative isolation from the other proteins in the cell has given way to the view that protein 

function can only be defined through its interactions with other proteins and smaller molecules in 

cellular machines.  

 Many of these machines are extraordinarily complex, including those machines 

responsible for the essential core functioning of a cell. The ribosome, which is responsible for the 

synthesis of all cellular proteins, itself is comprised of two distinct subunits that contain in all 

some 55 proteins and three ribosomal RNAs in the simplest (bacterial) form and about 75 

proteins and 4 ribosomal RNAs in the eukaryotic form. Considering the ribosome as the 

equivalent of an assembly line in a factory makes sense when one describes what it does: bind the 

messenger RNA (mRNA) that contains the code for the protein to be built; bind a transfer RNA 

(tRNA) that holds the first amino acid in the protein chain, based on the first three nucleotides of 

the mRNA (the codon, or “triplet” code specifying which amino acid to select); bind another 

tRNA carrying the second amino acid in the chain; form the peptide bond between the two amino 

acids in the proper order; move the peptide chain forward so that the next amino acid can be 

added; finally, recognize the stop codon on the mRNA that indicates that all the amino acids have 

been added, and release the completed protein. All this is done with extremely high accuracy. 

 Imaging the structure of ribosomes has been an extraordinary challenge. At present 

remarkably good pictures of the three-dimensional structure of a bacterial ribosome have been 

produced through a combination of technologies, such as neutron scattering, electron microscopy, 

and x-ray diffraction.35 This structural information shows how tightly interlocked the components 
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of the machine are. No simpler machine is known or even imagined that could carry out all of the 

steps in protein synthesis with such accuracy and speed. Yet no living cell can exist without the 

means to rapidly and continually synthesize hundreds of proteins over and over again with high 

fidelity to the code in its DNA. Even the formation of the ribosome itself requires a large number 

of synchronized steps and more than 100 proteins and 100 small RNA segments.36 Clearly the 

traditional idea that organisms evolve from simple to complex does not apply to the protein 

synthesis machinery.  

  Much of the functioning of a cell is carried out by similar machines (even if few have as 

many components as the ribosome). RNA polymerase II, which synthesizes messenger RNA in 

eukaryotes, is another critical machine. It is a complex of 12 proteins that holds the DNA strand 

to be transcribed and puts together the mRNA that will guide the ribosome in producing a protein. 

The mass of the complex is more than 500,000 daltons, involving more than 3500 amino acid 

residues. The structure of RNA polymerase II from yeast has been solved in an elegant series of 

experiments. The references describing these experiments should be read if only to see how the 

complex is put together from its components by the cellular machinery with a precision exceeding 

that of the most complicated devices designed and engineered by humans.37  

 Another important category of protein complexes, and one that also has implications for 

evolutionary theory, comprises the molecular chaperones. These are complexes that contain 

several proteins and perform a number of cellular functions, such as assisting in the folding of 

proteins38 and controlling the binding of hormones to hormone receptors.39 The former group of 

chaperones functions to prevent misfolding or aggregation of a protein as it folds after 

transcription and appears to be required for proper folding of many proteins. Failure of the system 

of chaperones to guide folding of a protein properly is implicated in neurodegenerative diseases 

such as Alzheimer’s and Parkinson’s.40 The latter help stabilize the receptor in a shape that allows 

access by the appropriate hormone and, following binding of the hormone to the receptor, helping 

start transcription of the segment of DNA that is controlled by the hormone.  
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 Another category of chaperones helps control the movement of metal ions in cells. Many 

of the metals (e.g., copper, iron, zinc) are incorporated in key biochemical constituents of cells. 

Each cell contains a significant number of ions of these metals, yet it appears that all of the atoms 

of these metals are tightly bound to regulatory and chaperone proteins.41 Breakdown of this metal 

control system allows abnormal binding of a metal ion to any of a large number of proteins where 

it normally might not attach, shutting down the function of those proteins and potentially leading 

to disease. Malfunctions of copper metabolism, for example, are implicated in familial 

amyotrophic lateral sclerosis and may be involved in several other diseases.42

 In this section I have discussed two levels of complexity of cellular chemistry that extend 

beyond the control of the gene that codes for a protein: post-translational chemical modification 

and folding of proteins into their active form and the requirement that most proteins be 

incorporated into large, multi-protein complexes in order to participate in a cellular function. 

Both of these phenomena were known in 1959, but the extensiveness of each was unexpected. 

Certainly, evolutionary theory did not alert biologists to the significance of these modifications 

and the protein machines, given the one-gene/one-protein outlook that random mutation and 

natural selection strongly encouraged. Can Darwinian evolution really be as fundamental to 

biology as is claimed by its proponents if it gave no guidance to scientists about the extraordinary 

complexity and high degree of organization of cellular chemistry that new experimental tools 

were to discover? 

 

What microbes and microbial communities tell about evolution 

The impact of the discovery of horizontal gene transfer on the Darwinian picture of 

evolution has already been discussed. There are some important cases of gene transfer into and 

within the eukaryotic domain,43 but as far as we know these are rather isolated and infrequent. On 

the other hand, many of the species in the archaeal and bacterial domains that have been 

characterized have been affected by this phenomenon.  
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 But there are several other aspects of the biology of microbes that have been discovered 

since 1959 that also seem to the author to be inconsistent with Darwinian evolutionary theory as it 

is commonly understood. As with the genome and protein discoveries already discussed, these 

surprising properties of microbes are the result of greater levels of complexity than can be 

explained by evolutionary theory.  

 The Darwinian evolutionary theories are based upon the assumption of continual 

competition among species and among individuals of a given species. Darwin himself stated that 

his reading of the theory of Malthus, who argued that a population will increase to the limit of 

available resources, was the critical step in formulating his own theory of natural selection. 

Successive generations of biologists refined the theory in various ways but retained the principle 

of competition as the basis for natural selection. Even the “selfish gene” hypothesis of Dawkins is 

based on the idea that reproduction is the measure of (competitive) fitness of an organism. 

 Yet research in microbiology over the past three decades has shown that this often is not 

so. Microbes of many different species do not under normal conditions compete with each other. 

Rather, they form stable communities in which each individual has a role and is dependent on 

other individuals of the same and of other species in the community. Microbes studied in pure 

cell cultures, the traditional method of microbiology, therefore behave differently from microbes 

in real environments. This discovery has had great practical implications, for example, in 

understanding human health and treating diseases, and in describing contaminated environments 

and discovering how to clean up the contaminants.  

 One common form of microbial community is called a biofilm—a population of cells 

growing on a surface and enclosed in a porous polymer matrix. Microbes are commonly found as 

part of a biofilm, whether on the surface of a soil particle, the root of a plant, a tool or container, 

or inside a higher organism such as a human.44  As stated in a review of the implications of 

biofilms for clinical medicine, “We now understand that biofilms are universal.... Using tools 

such as the scanning electron microscope and, more recently, the confocal laser scanning 
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microscope, biofilm researchers now understand that biofilms are not unstructured, homogeneous 

deposits of cells and accumulated slime, but complex communities of surface-associated cells 

enclosed in a polymer matrix containing open water channels.”45  

 Biofilms are thought to play an important role in many human infections. Biofilms 

formed by pathogenic bacteria also may be responsible for some of the antibiotic resistance that is 

observed in bacteria. The common explanation for development of resistance is that a portion of 

the population of the pathogenic organism is a mutant form that is not affected by the antibiotic. 

Individuals of normal form of the pathogen are killed by the antibiotic, leaving the resistant, 

mutant form behind to proliferate. However, cells that are not antibiotic-resistant mutants also can 

and do survive and reproduce to recreate the original population size. If these persistent cells are 

treated again with the same antibiotic they are killed by it to the same extent as in the original 

treatment, demonstrating that they are not an antibiotic-resistant mutant. This mechanism of 

resistance is not an evolutionary one. Persistence appears common in bacteria that form biofilms 

and needs to be taken into account in handling difficult-to-treat infections.46  

 Microbial communities, whether or not they are fixed in biofilms on surfaces, show a 

great deal of cooperation. Communication among members of these communities is an active 

field of research. Chemical signals are released by bacteria and influence the behavior of the 

entire community. Quorum sensing is an important type of signaling that induces a specific 

behavior in the community when the numbers of a particular species is sufficiently high (hence 

the name for this function).47 The behavior is induced by the concentration of a signaling 

compound (the autoinducer) exceeding a specified level. At that point transcription of previously 

inactive genes occurs (is induced by the autoinducing compound). Several of these compounds 

may be released within a community of microbes, controlling a number of different functions of 

the members of the community. Quorum sensing is a widespread phenomenon and appears to 

play a critical role in regulating a variety of human bacterial infections, such as those that cause 

the complications of cystic fibrosis.48  
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 Thus the behavior of a group of bacteria has a level of complexity beyond that of the 

individual members. Where more than one species is present, the growth and functioning of the 

community is therefore controlled at a higher level than the functioning of the individual species. 

The behavior of the species in a community is thus not reducible to the sum of the behaviors of 

the species isolated in pure cultures. As a review article about the formation of biofilms by human 

oral bacteria states, “A successful search for genes critical for mixed-species community 

organization will be accomplished only when it is conducted with mixed-species communities.”49

 The communal behavior of microbes has another important consequence. It means that 

the simplest microbes—those with the smallest genomes—cannot survive in the absence of other 

species that contribute needed nutrients or remove waste products. There is much interest in 

determining the smallest genome that an organism can have and still be viable. But this means 

viability only in a suitable microbial community. It is important to remember this as we look at 

the question of the simplest microbial genome. 

 One reason for being interested in this topic is that it determines the complexity that 

would have been required for the very first living cells on the Earth. Under the abiogenesis 

hypothesis, life arose from non-living chemicals on the early earth. The requirement for this 

prebiotic chemistry is that it must have been able to generate all of the components of the 

simplest living cell. Much thought has gone into developing possible mechanisms for the 

generation of these chemical species on the early Earth.50 While it is estimated that the earth is 

about 4.5 billion years old, the first few hundred million years were inhospitable to life—indeed 

inhospitable to accumulation of any but the simplest organic chemicals due to repeated 

sterilizations by impacts of huge objects onto the Earth. Some evidence points to the first 

appearance of life within as little as a hundred million years from the end of the last massive 

impacts, and most experts agree that at most three hundred million years or so were available for 

the complexity of the first living cell to be achieved starting with no more than the basic 
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inorganic chemicals. Thus, it is important for evaluating abiogenesis theories to have an idea of 

what the end result required. 

 The smallest genomes yet found in a living organism (which excludes viruses) include 

those of Nanoarchaeum equitans, which has about 500,000 base pairs (bp) in its genome,51 

Buchnera species, some of which have genomes as small as 450,000 bp,52 and Mycoplasma 

genitalium, which has a genome of about 580,000 bp.53 These species are quite dependent on the 

host species in which they are found, being symbiotic or parasitic. Thus, they cannot serve to 

define the minimum genome size for the very first organism to appear under the abiogenesis 

theory. However, they do provide an idea of the magnitude of the challenge. Earlier we saw the 

bias toward minimization of the size of a bacterial genome. There is very little in the genomes of 

these organisms that is not critical to their functioning, and probably not less than about 300 of 

their genes in each case are necessary.  

 Not only must the 300 or so genes be present in the genome, they must code for proteins 

that are properly matched to their functions as part of the large cellular machines, such as the 

ribosome, which are required even in these simplest of organisms. And the expression control 

system must be able to produce the proteins when they are needed, and in the amounts that are 

needed, in the presence of the reagents needed to transform the proteins into active forms and 

under conditions favoring proper folding of each protein.  

 It is controversial whether “evolution” of the first living organism on Earth is a necessary 

part of the theory of evolution. However, the improbability of this having occurred through the 

required chance variations in chemistry is so great that it argues against any purely naturalistic 

history of life on Earth. To the author of this essay, the doubts about the mechanism for life 

getting started on Earth motivate him to question other naturalistic theories about the early history 

of life on Earth. They should not be easily accepted when they are based on so many premises 

based on minimal actual evidence.  
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 In this section I have explained how microbial species do not tend to compete to out-

reproduce one another but tend instead to cooperate in stable communities which are more 

complex that the sum of the properties of the individual species. They engage in intercellular 

signaling that controls many aspects of the behavior of each species in a community. I have also 

noted that even the simplest known microbes are exceedingly complicated, requiring a set of 

several hundred genes of just the right kinds to function. This complexity was not known to 

Darwin, who lived at a time when microbes were just beginning to be characterized, and indeed 

little of it was known at the time I consider the peak of Darwinian influence on biology in the 

1950s and 1960s. It requires many twists and turns in evolutionary theory to accommodate these 

complexities, few of which were anticipated by such theories. Indeed, the more that is learned 

about microbes, the clearer it becomes that while evolutionary theory plays a role in 

understanding life, it is a much smaller role than its proponents would have the world believe. 

 

Conclusion 

 I have no doubt that these and other technology-driven advances in the life sciences 

present a serious challenge to the validity of the main principles of Darwinian evolutionary 

theory. Much of what was taught forty years ago has had to be unlearned or has become 

irrelevant; much of what today’s experiments and field research reveal about life cannot be 

explained by the evolutionary theory of the past.54 Life as revealed by new technologies is more 

complicated than the Darwinian viewpoint anticipated. Thus evolutionary theory, which was 

considered to be a key foundation of biology in 1959, today has a more peripheral role. Adam S. 

Wilkins, the editor of the review journal BioEssays, put it this way in introducing an issue of his 

journal devoted to evolution in December 2000: 

The subject of evolution occupies a special, and paradoxical, place within biology as a whole. 

While the great majority of biologists would probably agree with Theodosius Dobzhansky’s 

dictum that “nothing in biology makes sense except in light of evolution,” most can conduct 
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their work quite happily without particular reference to evolutionary ideas. “Evolution” 

would appear to be the indispensable unifying idea and, at the same time, a highly 

superfluous one.55

 Perhaps the reader will recognize from the preceding examples that to assume all one 

needs to know about an organism is contained in its genome is an unsatisfactory way to study 

biology. The much anticipated completion of sequencing the human genome—and of many other 

genomes—has only revealed that life is more complex than the previously dominant gene-

oriented evolutionary theory led scientists to believe. Biologists are now increasingly turning to a 

systems approach to study biology, using, for example, the concepts of engineering and design.56 

There is good reason to believe that this trend will continue as the 21st century progresses. In the 

view of this author, modern science makes it possible to be a scientifically informed doubter of 

Darwinian theories of evolution. 
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